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Abstract. Fine-flavor cacao is one of the cacao varieties with superior characters, es-
pecially the flavor quality. In this research, we develop a rapid and non-destructive method
to evaluate cacao seed. Normally, it takes several years to identify whether a cacao seed is
among the fine-flavor or bulk varieties. However, since it was known that the colors of the
leaves can distinguish fine-flavor cacao from bulk cacao, the image classification method can
serve as an alternative means of rapid identification. Furthermore, an Adaptive Neuro-Fuzzy
Inference System (ANFIS) is applied to provide an intelligence agent that can automatically
learn and identify cacao seed as fine-flavor or bulk. The ANFIS is used because designing a
robust non-linear mathematical classification model on color image data is not an easy task.
Therefore, the soft computing approach is used to resolve the difficulties. Other soft com-
puting classification methods, i.e. Artificial Neural Network (ANN) and Fuzzy Multilayer
Perceptron (Fuzzy-MLP), are also applied in order to evaluate the performance of ANFIS.
Our experiment demonstrate that ANFIS model is more robust than the other two methods
and could classify the cacao leaves at accuracy rate up to 94% for in-sample and 84% for-out
sample prediction.

Key-words: Adaptive Neuro Fuzzy Inference System (ANFIS); cacao; image classifi-
cation; non-linear classification .




Adaptive Neuro Fuzzy 273

1. Introduction

Cacao (Theobroma cacao) is among the top export products from Indonesia. It also estab-
lishes Indonesia as one of the top ten cacao producers in the world. This commodity has a wide
variety of uses, from foods, cosmetics to coloring agents. It also has a global implication on
food and sweet producers, the retail business as well as cacao importers and exporters. Unfor-
tunately, the quality of Indonesian cacao is below other major countries in the trade. In 2009,
Indonesian government launched a program to strengthen cacao trees by providing fertilizers
and better seeds. Furthermore, the Indonesian Coffee and Cacao Research Institute (ICCR) has
also improved their research on fine-flavor cacao to produce more cacao varieties with superior
characters and high value in the market.

It is proven that the bulk cacao variety contains more anthocyanin pigment than fine-flavor
cacao variety [1]. Anthocyanin is responsible for cacao’s purplish color. It is also known that
bulk cacao flush (young leaf) tended to visualize purplish color rather than greenish color since
its early developmental stages. This fact has led some researcher to develop a system that can
rapidly identify the fine-flavor cacao tree via color analysis [2]. Using such system, the amount of
time taken to identify fine-flavor cacao, which is several years normally, could be reduced signifi-
cantly. Formerly, the researcher will wait until the cacao tree produced flowers and fruits to deter-
mine whether the tree under observation shows superior characteristics. Now, using colorimetry
method, the identification process could be done earlier because anthocyanin could be measured
from the seed plant leaves [3]. Moreover, taking the advantage of the non-destructive techniques,
e.g. digital imaging and spectroscopy, the identification process is more cost-efficient.

In this research, the measurement of anthocyanin is done by non-destructive measurements
on the image of a cacao leaf. Moreover, after the digital measurements is gathered, the soft com-
puting method is applied to automatically classify the seed under observation whether it is bulk
or fine-flavor cacao. This soft computing approach is taken due to classification problem. In the
preliminary study, it was revealed that color components of the cacao leaves” image cannot well
be classified by a linear model. Thus, this task is among the non-linear classification problems.
Furthermore, as a result of cross plant breeding effort, some varieties could have intermediate
characteristics between fine-flavor and bulk [4]. This fact has been increasing the difficulties of
the classification task.

Non-linear classification problems are common in agricultural studies. The influence of
nature on the behavior of plant growth is highly complex [5] and very difficult to be con-
trolled by the researcher. Therefore, the development of a powerful non-linear classification
methods becomes very important. Some popular non-linear classification methods are Support
Vector Machine (SVM) [6, 7], k-Nearest Neighbor (KNN) [8, 9] and Artificial Neural Network
(ANN) [10-12]. Those methods have indeed proven to be successful in solving non-linear classi-
fication problems in plants, but if there are overlapping properties between classes, those methods
will decrease in performance [13]. The solution is to implement a soft decision strategy rather
than the crisp decision strategy [14]. So, the implementation of Fuzzy logic is very promising to
be integrated.

Adaptive Neuro-Fuzzy Inference System (ANFIS) is known to be able to integrate the learn-
ing ability of ANN and the ability of Fuzzy logic to model complex dynamic systems in a more
intuitive way [15]. Using Fuzzy logic, the only requirement is a well-defined set of rules for the
system to work in a rather straightforward way. Indeed, ANFIS could handle non-linear classi-
fication problems and also help define overlapping class boundaries through its fuzzy sets [16].
Abirami et al. [17] had implement ANFIS to classify aquatic plants based on images. It has
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been reported that ANFIS performance is significantly better than Generalized Regression Neu-
ral Network (GRNN). It has also been reported that ANFIS is significantly better than Proximal
Support Vector Machine (PSVM) [18]. Tias [19] demonstrated that ANFIS could well classify
healthy and unhealthy soybean leaves using digital color data. Therefore, in this research ANFIS
was used as the main classification method to deal with non-linear classification and overlapping
characteristics between classes on the image of cacao leaves.

2. Material and Methods

2.1. Sample Preparation

As much as 480 leaves from 16 varieties of cacao plant were collected from ICCR plantation
in Jember, East Java. Among them, 8 varieties were fine-flavor cacao and the remaining were
bulk cacao. For each variety, 30 leaf samples were prepared. The leaves were selected with the
consideration of data variation adequacy. Age, color gradation, and position from the terminal
bud were carefully determined to ensure the sample quality. This task was important as the
ANFIS performance would depend on it. Afterward, samples underwent image acquisition.

2.1.1. Image Acquisition

Canon EOS 750 D digital camera was used as the acquisition tool. Each leaf was taken to
the laboratory to proceed with the camerawork. To control the surrounding environment, a plain
white paper was used as the background. The white paper was also used as the reference to
ensure that the data was purely the color which is produced by the leaf pigments not influenced
by the light illumination. Figure 1 depicts the leaves’ image, Figure la is an example of common
fine-flavor cacao leaf and Figure 1b is an example of common bulk cacao leaf. However, there
are some fine-flavor varieties that have a similar color to the common bulk varieties and vice
versa. Figure lc is an example of fine-flavor cacao leaf that the color resembles the bulk cacao
color and Figure 1d is an example of bulk cacao leaf that the color resembles the fine-flavor cacao
color. This fact leads to the non-linear classification problem.

Vedy

(a) (b) (c) (d)
Fig. 1. Images of cacao leaves, (a) fine-flavor cacao; (b) bulk cacao; (c) fine-flavor cacao resem-
bling bulk cacao; (d) bulk cacao resembling fine-flavor cacao.
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2.1.2. Image Preprocessing

The main feature being studied in this research is leaf colors. In previous research, it was
known that the anthocyanin content in cacao leaves (especially young leaves) is the main distinc-
tive feature to differentiate fine-flavor cacao from bulk cacao [3]. In general, fine-flavor cacao
leaves contain less anthocyanin than the leaves of bulk cacao. This condition makes fine-flavor
cacao leaves tend to be greenish whereas bulk cacao leaves tend to be purplish. Therefore, those
colors were set as the main consideration in developing the ANFIS architecture. Three prepro-
cessing methods were applied to set up the input data i.e. color adjustment, color model trans-
formation and segmentation. The purpose of color adjustment is to deal with the white balance
issue. This is due to the fact that different sources of light give different ‘colors’ (or temperatures)
to the same object. Human eyes don’t generally notice this difference because human brain auto-
matically adjusts to the changes. Except if the temperature of the light is exceptionally brilliant,
a white sheet of paper will be look white to human eyes. Unfortunately, a digital camera doesn’t
have the capacity to make such automatic adjustment. Moreover, only RGB raw data format can
be the output from common image sensor in camera [20] and it is known that RGB is not the best
color model since its inability to ensure color constancy. However, using the algorithm devel-
oped by Garud et al. [21] white balance issue was solved. In this research, another color model,
i.e. hue-saturation-intensity (HSI), was also used. HSI color model is characterized by how it
resembles the way humans view colors, which makes it better than RGB to represents how hu-
mans identify colors. A color model transformation was applied to convert the RGB format (the
output of digital camera) to HSI format. Segmentation process was also done to automatically
separate the leaf from the background. And finally, some pixels of the segmented image that best
represent the samples were taken by mode operation and then stored in the database. Other less
representative pixels are not used. For example, pixels with high intensity due to the effects of
excessive reflection (as the presence of a waxy substance on the surface of the leaf).

2.1.3. Data Collection

There are 480 records with 7 variables. The first six variables are RGB and HSI components
and the last variable is cacao class (1 = fine-flavor, 2 = bulk). Samples were then randomly di-
vided into two sets, the training set and the test set. Four hundred of them are reserved as training
data and the remaining are reserved as test data. The training set was used to provide supervised
learning for the ANFIS whereas the test set was used to provide the performance evaluation of
the model. Table 1 shows the data arrangement of the experiment. The HSI components (H, S,
I) are obtained by converting the RGB components (R, G, B) [22].

Table 1. Data arrangement

Sample RGB HSI Class
No. Red | Green | Blue | Hue | Saturation | Intensity
1 127.10 | 11448 | 14.44 | 36.35 | 235.64 75.397 1
2 13230 | 81.48 |42.24 | 10.56 | 222.41 103.62 1
479 13553 | 71.22 | 49.25 | 10.18 | 217.11 91.60 2
480 133.86 | 88.50 | 33.64 | 18.03 | 216.28 97.67 2

Note: Each cell contain the average intensity value (0-255) for each color component.
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Figure 2 depicts the scatter plot of the fine-flavor (green circles) and bulk class cacao (blue
circles) based on its digital color components. Figure 2a depicts the scatter plot for RGB com-
ponents and Figure 2b depicts the scatter plot for HSI components. Those figures show that it is
not possible to separate the two classes by a linear classifier. Therefore, we choose the non-linear
approach in this classification problem.

(a) (b)

Fig. 2. Scatter plot of the raw data, (a) RGB data; (b) HSI data.

2.1.4. ANFIS Architecture

The first task in ANFIS development is fuzzification. This procedure transforms all the quan-
titative input variables into fuzzy variables. Six input variables are taken from the RGB and HSI
color components, i.e. red, green, blue, hue, saturation, and intensity. For each variable, there
are several fuzzy sets (e.g. low, medium, and high) with Generalized Bell-Shaped membership
function. Figure 3 depicts the general form of the fuzzy variable used for each input variable. In
our experiment, the number of fuzzy sets will be varied to find the best architecture. Initially, the
parameter for each membership function is determined. The backpropagation then adjusts those
parameters by using error information from the network. The output variable is a cacao class
(fine-flavor or bulk).

Membership Degree

00 150 200 250

Color Value (0.285)

Fig. 3. Generalized Bell-Shaped membership function with 3 fuzzy sets.

The ANFIS architecture developed in this research is composed of 5 layers. Figure 4 depicts
the example of ANFIS architecture with RGB input and 3 fuzzy sets for each RGB component.
Layer 1 calculates the input membership degrees for each fuzzy set using (1). This equation
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refers to the Generalized Bell-Shaped model with parameters a (standard deviation), b (usually
a positive constant to controls the slopes at crossover points), and ¢ (mean). Those parameters
are called premise parameters, altering those parameters will change the Gaussian curve shape.
During the backpropagation process, the values of a, b, and ¢ will be updated automatically
based on the error information obtained from the last layer. So the values a, b and ¢ will change
continuously until the backpropagation process is ended.

o O

Layer 1 Layer2 Layer3 Layerd Layer §

Fig. 4. Example of ANFIS architecture for RGB input.

_ 1
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Layer 2 represents the rules used in the fuzzy inference. Generally, these rules are determined
by an expert. But, in the absence of an expert, all possible rules could be inserted here. There
are in total 27 (3®) rules that could be generated from 3 input variables and 3 fuzzy sets for each
variable. Each node in this layer will calculates a fire strength which measures the degree to
which the rule matches the inputs. Layer 3 calculates the normalized fire strength (w;) using (2).
This is the ratio of the fire strength of a rule (w;) with the total fire strength from all rules.
_ wi
" S @
Layer 4 calculates the output (y) for each rule based on Sugeno model using (3), where x
represent the inputs (z, for R, x5 for G and z3 for B) and ¢ is consequent parameters. The
consequent parameters is identified by the forward pass algorithm using least-squares method.

W;Y; = Wi(ci1T1 + ... + CigTe + Cio) (3)

Layer 5 runs the aggregation process as a summation of all outputs from the previous layer
using (4). The value of O ranges from 0 to 1. Next, O is rounded up so that there will be only
two possible integer values, i.e. 0 and 1. Zero represents the fine-flavor class, and 1 represents
the bulk class.
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2.1.5. Performance Indicators

The performance indicators used in this research are calculated from the confusion matrix
for binary data classification evaluation (Table 2). Those indicators evaluate the generalization
ability of the trained classifier. Four indicators, i.e. sensitivity (5), specificity (6), accuracy (7),
and precision (8) summarize the performance of ANFIS architectures [23]. Sensitivity measures
the fraction of fine-flavor class that are correctly classified. Specificity measures the fraction of
bulk class that are correctly classified. Accuracy measures the ratio of correct predictions over
the total number of instances evaluated. Precision measures the fine-flavor class that are correctly
predicted from the total predicted patterns in a fine-flavor class.

Table 2. The Confusion matrix for binary classification

Actual
Fine-flavor Bulk
Predicted Fine-flavor | True PosFlfve (tp) False Negal!ve (fn)
Bulk False Positive (fp) | Tme Negative (fn)
o tp
Sensitivity = 5
ensitivity i+ fn (5)
g | ficit tn )
Specificity = 6
! Y tp+ fn
tp+itn
Accuracy = 20 I (7
tp+ fp+in+ fn
t
Precision = P (8)
tp+ fp

3. Result and Discussion

We designed 8 different ANFIS architectures for every kind of input data (RGB, HSI, and
RGBHSI) and evaluate them to find the best architecture. Table 3 represent the input of ANFIS
architectures that are used in the experiment. Each cell contains the number of fuzzy sets created
for each color component. There are 24 different architectures being analyzed in the experiment.
The difference between those architectures lies in the number of the fuzzy set for each color
component. For each architecture, the training and testing processes were repeated 10 times and
the best 5 results were taken. The performance indicator metrics are determined by calculating
the average of those best results (Table 4). The best ANFIS architecture for RGB input is when
there are 6, 5 and 3 fuzzy sets for each R, G and B component respectively (architecture no.
7). Both R and G components are known to have a high correlation with leaves color, especially
colors related to main photosynthetic pigments i.e. chlorophyll, carotenoid and anthocyanin [24].
Therefore, more number of fuzzy sets are needed to represent the R and G components to explain
the color gradation in cacao leaves. On the other hand, the number of the fuzzy sets for the B
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component does not significantly affect the performance of ANFIS architecture. The best ANFIS
architecture for HSI input is the one using 5 fuzzy sets for all component (architecture no. 11)
and the best architecture for RGBHSI input is the one using 3 fuzzy sets for R and G component
and 4 fuzzy sets for H and S component (architecture no. 23). The experiment reveals that using
RGB and HSI components simultaneously did not improve the accuracy. Instead, removing the
B and I components gave a better result.

Table 3. The input of ANFIS architectures used in the experiment

Architecture RGB Architecture HSI Architecture RGBHSI
No. RIG[B No. H]STI No. RIG][BJHJSTI
1 313 (3 9 3(13]3 17 212 22]2]2
2 41414 10 41414 18 212 -1212]-
3 51515 11 5|151(5 19 212 -13[3]-
4 6|6 |6 12 6|6]|6 20 313 -13]3]-
5 71717 13 7177 21 313 [-121]2]-
6 51513 14 515(3 22 414 -13][3]-
7 6|53 15 6|53 23 33 -[4]4]-
8 6413 16 6 (4|3 24 414 -14(4]-

Table 4. Performance comparison of the best ANFIS architecture for RGB, HSI, and RGBHSI
inputs

Input
Metric RGB HSI RGBHSI
In Sample | Out Sample | In Sample | Out Sample | In Sample | Out Sample
Sensitivity 0.84 0.74 0.94 0.83 0.9 0.77
Specificity 0.88 0.82 0.95 0.84 0.94 0.81
Accuracy 0.86 0.78 0.94 0.84 0.92 0.79
Precision 0.89 0.85 0.95 0.85 0.94 0.83

Table 4 summarizes the performance indicators of the best ANFIS architecture in Table 3
(architecture no. 7, 11 and 23). In general, using HSI gave a better result than using RGB or
RGBHSI components as an input. All of the performance indicators of HSI-based architecture
show that they outperform the RGB’s, for either in sample or out sample. This result agrees
with the fact that HSI color model could overcome the color constancy problem in RGB [25] and
provides a better estimation of the actual color. Therefore, using the RGB and HSI components
simultaneously as the input did not improve the ANFIS performance either. The out sample
performance for all kinds of input is slightly lower than those of in sample. However, there is
no evidence that the overfitting problem has been occurring. Since sensitivity value is relatively
the same as the specificity value, it can be inferred that ANFIS with HST input could identify the
fine-flavor varieties as good as the bulk one. On the contrary, the ANFIS with RGB input shows
a different result. The specificity value is higher than the sensitivity value, indicating that the
ANFIS with RGB input identifies the bulk varieties better than the fine-flavor varieties.

In order to provide a better understanding of ANFIS performance, we compare two other soft
computing-based classification methods, i.e. Artificial Neural Network (ANN) and Fuzzy Multi-
layer Perceptron (Fuzzy-MLP). The comparison aims to investigate whether the implementation
of fuzzy theory could reveal the particular pattern on cacao digital color data in such a way that
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the classifier performance could be improved. The input of ANN and Fuzzy-MLP are the value
of color components being analyzed. The main difference between the two methods lies in the
output. In ANN architecture, there are 2 output nodes with a binary value (0 or 1) representing
the class (fine-flavor or bulk). There are also 2 output nodes in Fuzzy-MLP architecture. But,
instead of a binary value, it contains the membership degree of a data for each class. We designed
33 different ANN and Fuzzy-MLP architectures and trained them to discover the best one. The
best architecture for both methods is shown in Table 5.

Table 5. The best architecture of ANN and Fuzzy-MLP

Y. Node Activation Function L i Optimizati
Method Input Hidden | Hidden Hidden Output elz;‘mmg pt!\:]""lfiz;on
Layer 1 | Layer2 Layer Layer ate et
RGB 3 - Sp—— 03 Scaled
ANN HSI 4 Si = id Linear 0.3 conjugate
RGBHSI 2 Stemot 0.5 eradient
RGB 2 2 Losistic 05 Scaled
Fuzzy-MLP HSI 4 - S.Og:;;; Linear 0.1 conjugate
RGBHSI 3 3 18mot 0.1 gradient
0.86
0.84
= 0.82 7
<
g 08 7
H
2 078 d
076 e
on
RGB HSI RGBHSI
ANN 08 0.85 0.83
Fuzzy-MLP 0.84 0.83 0.83
= ANFIS 078 0.84 0.79

Fig. 5. The out sample accuracy comparison of ANN, Fuzzy-MLP and ANFIS based on RGB,
HSI and RGBHSI input.

Figure 5 shows that either ANN or Fuzzy-MLP perform better out sample accuracy when
using the HSI components as an input. Among the three methods, the accuracy of ANFIS tends
to be more sensitive to color model preferences for the input. On the other hand, the accuracy
of Fuzzy-MLP tends to be more stable when handling various color model inputs. The overall
comparison reveals that in term of out sample classification, ANFIS did not significantly outper-
form the other two methods. However, ANFIS performance for in sample prediction significantly
outperforms the other two methods (Figure 6). This fact is an indication that ANFIS architecture
is possibly more robust than ANN or Fuzzy-MLP architecture when handling another new data
set. The next discussion based on Figure 7 will explain one of the evidence.
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Fig. 6. The in sample accuracy comparison of ANN, Fuzzy-MLP and ANFIS based on RGB,
HSI and RGBHSI input.
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0.8
0.78

0.76

= Sensitifity 0.82 0.81 0.83
= Specifity 0.89 0.84 0.84

Fig. 7. Sensitivity and specificity comparison among ANN, Fuzzy-MLP and ANFIS.

Figure 7 compares the sensitivity and specificity values of the three methods. It shows that
ANFIS could well recognize both fine-flavor or bulk varieties since the two values are relatively
the same. On the contrary, ANN and Fuzzy-MLP have difference performances. Both meth-
ods better in recognizing the bulk varieties since its specificity value higher than its sensitivity
value. In case of the new data set being analyzed is composed of more fine-flavor varieties, the
out sample accuracy could decrease significantly. The addition of fuzzy concept is also proven
could decrease such problem. It is shown in 7 that the sensitivity and specificity difference is
larger in ANN than in Fuzzy-MLP. The fuzzy concept could well facilitate the representation of
intermediate colors which commonly lead to misclassification.
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4. Conclusion

We demonstrated that by the implementation of soft computing methods with self-learning
superiority, the non-linear classification task on cacao leaves image could be done rapidly. Us-
ing MATLAB Fuzzy Logic and Neural Network Toolbox, we developed ANFIS, ANN, and
Fuzzy-MLP model and run them on the 1.6 GHz Intel Core i5 CPU with 8 GB Memory 1600
MHz DDR3. The ANFIS model could classify cacao leaves into two classes (fine-flavor and
bulk) with in-sample and out-sample accuracy rate up to 94% and 84% respectively. Compared
with ANN and Fuzzy-MLP, ANFIS provided better classification results in term of robustness.
While ANN and Fuzzy-MLP are better in recognizing the bulk varieties, ANFIS could recognize
fine-flavor and bulk varieties equally. This research also reveals that using fuzzy approach, the
classification difficulties with some cacao varieties that have intermediate characteristics between
fine-flavor and bulk cacao could be solved. Hence, the classification accuracy is successfully in-
creased. Next, it is necessary to test the implementation of ANFIS model in a microcontroller or
microcomputer-based device. The future goal is to invent a portable device that could be used to
classify cacao seeds outdoors in the plantation in real time.
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