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Abstract. The development of rapid and automatic pigment characterization method become an important issue due to 
the fact that there are only less than 1% of plant pigments in the earth have been explored. In this research, a 
mathematical model based on artificial intelligence approach was developed to simplify and accelerate pigment 
characterization process from HPLC (high-performance liquid chromatography) procedure. HPLC is a widely used 
technique to separate and identify pigments in a mixture. Input of the model is chromatographic data from HPLC  device 
and output of the model is a list of pigments which is the spectrum pattern is discovered in it. This model provides two 
dimensional (retention time and wavelength) fingerprints  for pigment characterization which is proven to be more 
accurate than one dimensional fingerprint (fixed wavelength). Moreover, by mimicking interconnection of the neuron in 
the nervous systems of the human brain, the model have learning ability that could be replacing expert judgement on 
evaluating spectrum pattern. In the preprocessing step, principal component analysis (PCA) was used to reduce the huge 
dimension of the chromatographic data. The aim of this step is to simplify the model and accelerate the identification 
process. Six photosynthetic pigments i.e. zeaxantin, pheophytin a, Į-carotene, ȕ-carotene, lycopene and lutein could be 
well identified by the model with accuracy up to 85.33% and processing time less than 1 second.        

INTRODUCTION 

Generally, natural colorant refers to biological pigment which is extracted from living organisms. Therefore, 
biological pigment is considered to be safer for human and more environmentally friendly compare to synthetic 
pigment. Nowadays, interest in natural colorant is increasing  along with the growing interest within the 
Industrialized Nations in natural (Green) products [1]. Hence, researches about biological pigment exploration has 
grown  extensively [2,3]. One of the common problems in such research related to the pigment characterization. 

The existence of a pigment in certain mixture is revealed by chromatography. It separates mixture into individual 
components by letting them creep slowly past another substance which is typically a liquid or solid. There are three 
common methods in chromatography which is paper, column and gas chromatography. In liquid-column 
chromatography, the mixture is placed at one end of the column and an extra added substance called an eluent is 
poured in to help it travel through. Separated pigments are detected at the exit of the column by a flow-through 
device (detector). This detector will collect the UV light absorption data in various wavelengths in order to identify 
and measure the total amount of the pigment, this is due to the fact that each pigment reflected light as the result of 
wavelength-selective absorption. Output of chromatography is chromatogram, which is visualized in the form of line 
graph. It depicts the total amount of the pigment by time in the certain wavelength. In the case of an optimal 
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separation, different peaks or patterns on the line graph correspond to different pigment of the separated mixture. 
High performance liquid chromatography -  diode array detector (HPLC-DAD) is a popular  method to conduct 
sophisticated chromatography [4-6]. It is used to separate, identify, and quantify each pigment in a mixture 
simultaneously. Output of the HPLC is two dimensional matrix that depict the total amount of detected pigment  
during the operation time in various wavelengths). 

Commonly, an expert is needed to  determine particular pattern on chromatogram in order to characterize the 
existing pigments. Consequently, the characterization process is time consuming and subjective. Moreover, there is 
another problem related to the data processing time due to the huge size of HPLC chromatogram matrix. Using the 
common analysis method, pigment identification is an exhausting task with high probability of inaccuracy [7-,8]. 
Therefore, several researchers apply various classification method to substitute expert judgement. Classic 
mathematical or statistical classification model shows promising result [9-12]. Most of the models have high 
accuracy. But, since mathematical/statistical model is difficult to developed, some researchers try artificial 
intelligence approach. This approach could handle the classification of a complex nonlinear data. Although the 
classification accuracy is lower than the mathematical/statistical model, it is much more simple to developed. 
Moreover, the artificial intelligence model could perform self training in order to increase its ability. Support vector 
machine was proven better than k-nearest neighbour to classify biological samples from chromatogram data of two 
dimensional liquid chromatogram [13]. But, those method was proven to be inferior to artificial neural network to 
recognize nonlinear data [14-16]. Therefore, in this research a model based on artificial intelligence approach was 
developed to automate the HPLC chromatogram matrix analysis. The model was developed based on artificial 
neural network classification concept. Using this concept, the model could performs self-learning mechanism to 
improve its performance during application. Hence, the model could provide fast and accurate pigment 
identification. 

Six photosynthetic pigments were modeled using artificial neural network architecture. Those pigments are 
zeaxantin, pheophytin a, Į-carotene, ȕ-carotene, lycopene and lutein. In order to train the model, as much as 570 
sample data (95 data for each pigment) were used. Those training data was obtained from well identified 
chromatogram data as a result of column chromatography method using various eluent. After the training process 
the model will have the ability to identify the existence of the six pigments in new chromatogram data. In advance, 
along with the information technology development this model will be embedded in online laboratory analysis 
system. User of the system will be able to run self-service chromatogram analysis for pigment identification by 
simply upload the chromatogram data. 
 

MULTIWAVELENGTH CHROMATOGRAPHIC DATA 

Figure 1 illustrate an example of multi wavelength chromatographic data. Each cell within the matrix represent 
the amount of the UV light (with corresponding wavelength) that is absorbed by the pigment which is collected at 
corresponding time.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 1.Example of multiwavelength chromatographic data 
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Researcher analyses the data by visualized it as a line graphs called chromatogram and spectrum (Fig. 2). Each 
column in multi wavelength chromatographic data could be used to produce chromatogram and each row could be 
used to produce spectrum. The peak in the chromatogram indicates existence of any pigment in the mixture. This 
existence is captured by the detector along analysis time. Each pigment will flow through the column in different 
speed, therefore it will be captured by the detector at the different time as well. Hence, several peaks in the 
chromatogram indicate that the mixture contains several pigments. Meanwhile, the pattern in spectrum is used to 
confirm the identity of the pigment. This is due to the fact that  each pigment will perform unique spectrum pattern.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a)                                                                                 (b) 

 
FIGURE 2.Visualization of of multi wavelength chromatographic data from sample containing zeaxhantin: 

(a)Chromatogram, (b)Spectrum 
 
 
However, some patterns have small differences such that it is difficult to get absolute confirmation. Therefore, 

both retention time and spectrum is used to determine a probability of identifying a pigment in a mixture. Former 
HPLC analysis commonly uses a spectrum from a fixed wavelength. It discards much of the information contained 
at other wavelength. Therefore, different approaches have been proposed to utilize chromatographic data [9-10].  
Instead of using a fixed wavelength, the new approach involves several wavelengths simultaneously. This new 
approach was adopted in this research.  

 

MATERIALS AND METHOD 

Six photosynthetic pigments from carotenoid family were used as the target ofidentification. Those pigments are 
zeaxantin, pheophytin a, Į-carotene, ȕ-carotene, lycopene and lutein. In order to create training data,pigments are 
extracted from fresh vegetables such as corn, spinach, tomato, watermelon  and carrot. Standard pigment were also 
used as control. As much as 100 samples for each pigment were prepared to produce multi wavelength 
chromatographic data using HPLC SIL-20ACXR prominence auto sampler. Each sample was run for 80 min and the 
absorption of UV light was recorded at 189 nm – 800 nm wavelength. Table 1 shows the range of retention time for 
each pigment. Therefore, the dimension of each matrix will be about 7502x493. Those matrices was then divided 
into 2 dataset, 570 for training set and 30 for test set. Training set will be used to develop the artificial neural 
network classification model and test set will be used to analyse the performance of the model (accuracy of the 
classification result). There are three main procedures to develop the identification system i.e., data preprocessing, 
model building and validation. 
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                                                      TABLE 1. Retention Time of The Pigments 
Pigment RT (min) 

zeaxanthin 
pheophytin a 

-carotene 

-carotene 

lycopene 
lutein 

18 – 20 
28 – 31 
27 –30 
31 –34 

6–8 
15 – 17 

� �
 

Data Preprocessing 
 
As stated in previous section, calculation of the multiwavelength chromatographic data leads to data processing 

problem because of  the matrix size. Therefore, a method is needed to handle this problem. Priciple Component 
Analysis (PCA) was proven could reduce the matrix dimention while keeping the important information contained 
on it [11]. Hence, this method was applied in this step.PCA provide a way of identifying patterns in data. It is 
expressing the data in such a way as to highlight their similarities and differences. Since patterns in data can be hard 
to find in high dimension data and graphical representation of it is not available, PCA is a useful tool for analyzing 
such data [17]. The information in the original variables (refer to the columns of the matrix) is compressed into a 
smaller number of uncorrelated variables called principal components (PCs) using Eq.1: 

 

ܺ ൌ ்ܵܥ  �(1)                                                                              ܧ
 

where X is the final compressed matrix (this matrix will be used in the classification process), C is the scores matrix, 
ST is loading matrix transpose and E is an error matrix. The first column of matrix X will be PC(1), accounts for the 
larget amount of the total variation of the data. PC(1) is linear combination of the observed variables (Eq. 2). 
 

ሺଵሻܥܲ ൌ ሺଵሻଵݓ ଵܺ  ሺଵሻଶܺଶݓ  ڮ   ሺଵሻܺ                                                       (2)ݓ

 
 Second column of matrix X is PC(2), is that weighted linear combination of the observed variables which is 
uncorrelated with the first linear combination and which accounts for the maximum amount of the remaining total 
variationnot already accounted for by PC(1). In general the m-th PC is that weighted linear combination ofthe X’s 
which has the largest variance of all linear combinations thatare uncorrelated with all of the previously extracted 
PCs (Eq. 3). It is possible to extract PCs as much as the total number of the observed variables: but, as the aim of the 
most principal component is data reduction, only several of the first PCs will be used in the next analysis. Therefore, 
At the end of the process, X will have smaller dimension.  
 

ሺሻܥܲ ൌ ሺሻଵݓ ଵܺ  ሺሻଶܺଶݓ  ڮ   ሺሻܺ                                                    (3)ݓ

 
Training data as well as test data will be pre-processed using this method prior to the classification step. 
 
 

Training Data 
 
Training data is needed during the training (supervised learning) of the artificial neural network. During the 

training, the same set of data is processed many times as the connection weights are ever refined. Both the inputs 
and the outputs are provided to the network. The network then processes the inputs and compares its resulting 
outputs against the desired outputs. Errors are then propagated back through the network and the weights are 
adjusted. Training set for the whole pigments is a  570x451 matrix (data was captured from 570 samples, reading at 
451 different wavelengths)  obtained from the stacked chromatogram vector. Those vectors are taken from 
multiwavelength chromatogram data from each pigment sample. Prior to principal component process, column 
reduction was done to the matrix. This reduction was refer to the relevant wavelength, which is a particular range of 
wavelength that theoretically  have maximum absorption for particular pigment. In this research the relevant 
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wavelength for the six pigments is 350 nm - 800 nm. Thus, all data outside the relevant wavelength was discarded, 
resulting a 570x367matrix. The column of this matrix was then reduced by principal component, a 570x5 matrix was 
then ready to be an input for artificial neural network model.   

 
 

Test Data 
 
Performance of the model was justified by “out sample” accuracy using test data. Actually, test data was 

prepared togather with training data. But, during artificial neural network training only training data was used. Test 
data will be used after the best model was determined in order to test its “out sample” accuracy. Hence, the best 
model was “never seen” the test data before. Multiwavelength chromatographic data from 30 samples was taken as 
test data. The same preprocessing process for training data was also done for the test data, resulting a 30x5 matrix. 
Figure 3 ilustrates the preparation process of the training and test data.   

 
 

 
 

FIGURE 3.    Data preparation procedure 

 
 

Model Building 
 
An artificial neural network is a network of neurons organized in layers. There are 3 main layers of artificial 

neural network model: (1) Input layer, in this layer m predictor variables are representated as m neurons; (2) Hidden 
layers, this layer is intermediate layer which is connected input neuron and output neuron using weghted connected 
hidden neurons , (3) Output layer, in this layer forcasts variables are representated as some neurons.  The forecasts 
are obtained by a linear combination of the inputs. The weights in hidden neuron are selected in the neural network 
framework using a learning algorithm that minimizes a cost function such as mean square error (MSE). The simplest 
networks contain no hidden layers and are equivalent to simple linear regression. Once an intermediate layer is 
added with its hidden neurons, the neural network becomes non-linear [18]. 
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In this research, there were 5 inputs variables. These variables were taken from the first 5 PCs created during 

reduction of the training data using principal component method. Those 5 PCs could captures as much as 90% of 
total variation of the training data whereas less PCs capture less variation and lead to classification inacurracy. 
Using the PCs, the chromatogram data being discard is minimized. In former artificial neural network model, the 
input data was chosen from the particular peak of the chromatogram meanwhile the other data was neglected [16]. 
This approach could easily lead to inaccuracy since peak position could be slightly alter due to variation in sample 
preparation.          

 Output variables were representated in 6 neurons since there are 6 pigments being the target of the classification. 
Hidden layers were determined by experiment, there were 50 experiments using single hidden layer and 500 
experiments using double hidden layers. The best model was chosen by analys ing the minimum MSE and total 
running time. Figure 4 depicts the best model for the six pigments identification purpose and Table 2 describes the 
comparison of the model performance using single and double hidden layers. Table 2 shows that experiment using 
double hidden layer did not give good result, especially in running time (represented in iteration/epoch). Despite 
double layer could reach the minimum MSE, its running time is almost 3 time greater than single layer. It indicates 
that using double layer did not fulfill efficiency criteria. On the other hand, although experiment using single hidden 
layer did not give the least MSE, its running time is the best among all (see single layer with 8 nodes). Therefore the 
single hidden layer with 8 nodes was chosen as the best model.     

 

 
 

FIGURE 4.    Artificial neural network model for pigment identification 
 
 
 

Such type of artificial neural network is commonly called multilayer feed-forward network. Each layer of nodes 
receives inputs from the previous layers. The outputs of nodes in one layer are inputs to the next layer. The inputs to 
each node are combined using a weighted linear combination (Eq. 4). The result is then modified by a nonlinear 
function (the activation function) before being output. There are several kind of actifation function that could be 
chosen to give the best result, in this research sigmoid function was used  (Eq. 5). Sigmoid function tends to reduce 
the effect of extreme input values, thus making the network somewhat robust to outliers. 
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    TABLE 2. Part of The Experiment Result in Designing Artificial Neural Network Model 

Number of node 
for each layer 

Mean Square Error (.10-4) Iteration (epoch) In Sample 
Accuracy (%) Single Layer Double layer Single Layer Double layer 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

90.57  
85.99 
82.11 
78.91 
77.55 
69.32 
70.12 
23.91 
22.78 
21.20 

85.78 
84.60 
80.36 
11.32 
9.66 
8.03 

97.55 
100.61 
104.77 
100.12 

2204 
2035 
1956 
1932 
1856 
1555 
1365 
804 
966 
980 

2500 
2900 
3254 
3200 
3125 
4870 
4900 
5001 
5503 
5468 

100% 
100% 
100% 
100% 
100% 
100% 
100% 
100% 
100% 
100% 

� � � � � �
 

Initially, the weights (wi,j) take random values, which are then updated using the observed data. Therefore, there 
is an element of randomness in the predictions produced by an artificial neural network. Hence, the network is 
usually trained several times using different random starting points, and the results are averaged. Backpropagation 
learning algorithm was used to train the network. Backpropagation uses error (actual value of the output and forecast 
differences) to update the weights sequentially, begin with the last hidden layer up to the first hidden layer. This 
process is repeated until error reach the desired value. Updating the network weight is done using information from 
the partial derivative �C/�w of the cost function C with respect to any weight w (or bias b) in the network. It inform 
how quickly the cost changes when the weights and biases are changed. 

 

 Computer Application 
 

A software named “SaptaCHROME” was developed in order to run rapid identification of a pigment  from a 
chromatogram data matrix. Figure 5 depict the user interface of the software.  User input  the chromatographic data 
matrix by loading the data in .csv format (since HPLC output is also .csv format). Right after the .csv data was read 
by the software (by clicking the identify Chromatogram’s Data button), a chromatogram is displayed. The 
chromatogram will shows the existence of any pigment by peak along the line graph. Each peak is marked by red 
bold arrow. As an example, chromatogram in Fig. 5 shows that there are 4 different pigments. The detail retention 
time for each peak is shown in the information box next to the chromatogram. To display detail of the pigment, user 
could click each red bold arrow. For example, in Fig. 5 user click the second peak from the left of the 
chromatogram, the best spectrum then displayed in the bottom of the chromatogram. The identity of the pigment, 
which is zeaxanthin is displayed in the result box. 
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FIGURE 5. User interface of “SaptaCHROME” 

 

RESULT AND DISCUSSION 

The performance of the artificial neural network model was analyzed using the test data. Model prediction was 
compared to the information of the actual existing pigment in the sample. The result is shown in Table 3. Despite the 
in sample accuracy reach the maximum value (100%), the out sample accuracy is not the same. The best accuracy is 
performed when classify zeaxanthin and pheophytin a and the worst is performed when classify the lycopene and 
lutein. Lycopene and lutein were  often wrongly classify as zeaxhantin. This phenomena was occur due to the pattern 
close similarity of the spectrum of those three pigments, see Fig. 6(a). Meanwhile, the Į-carotene and ȕ-carotene 
accuracy is moderately good. The Į-carotene often wrongly classify as ȕ-carotene and vice versa because these two 
pigments have similar spectrum, see Fig.6(b).  

 
 
                                          TABLE 3. Classification Accuracy 

Pigment Out Sample Accuracy (%) 
zeaxanthin 

pheophytin a 

-carotene 

-carotene 

lycopene 
lutein 

100 
100 
84 
87 
74 
67 

Average 85.33 

� �
 
On the average, the artificial neural network model reach 85.33% of accuracy. Therefore, in general the model 

could be considered good. This result also shows that the compression data method using PCA could well  
encapsulated the  unique pattern information of the carotenoid spectrum.  
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FIGURE 6. Spectrum Similarity: (a)Spectrum of zeaxhantin, lutein and lycopene, (b)Spectrum of Į-carotene 
and ȕ-carotene  

 
 
 

CONCLUSION 

The evaluation of artificial neural network model to simultaneously classify six carotenoid pigments reveals 
promising result. With a little adjustment on the model (especially in recognizing lycopene and lutein spectrum), the 
proposed method could be developed into more sophisticated computer application. Moreover, using this artificial 
intelligence method, more photosynthetic pigments could be recognized  by simply update the training set database 
with various multi wavelength chromatogram data matrix from other photosynthetic pigments. In order to improve 
the accuracy, artificial neural network model could also be designed to dynamically stores  the new data being 
analyze and keep it in database as new training data.  

 

FUTURE WORK 

Regarding that the model have the ability to self-improve its intelligence and it also easy to re-model as the 
pigment being identify is added, it will be developed as an main identification engine on the online laboratory 
system. The model will automatically analyze the chromatogram data which is uploaded by the user and give 
prediction of the existing pigments. Therefore the identification could be done real time.     

Since samples used in this research is well  prepared such that all experiment variable is controlled, further 
confirmation of the method should be done. Complex chromatographic profile from other plant extraction mixture 
will be a good material to study the weaknesses of the proposed method. 
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