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Abstract— Malaria is an infectious disease caused by 

peripheral blood parasites of the genus Plasmodium. The 

estimated global malaria cases reached 229 million cases in 

2019, of which 250,644 cases occurred in Indonesia. The large 

number of cases makes the early and accurate diagnosis of 

malaria very important because it can reduce the severity and 

prevent death. The most widely used method of diagnosis by far 

is examining a thin blood smear under a microscope and looking 

for infected cells. This research examines the effect of 

regularization applied to several Convolutional Neural Network 

(CNN) architectures to obtain the best accuracy of malaria 

parasite detection on thin blood smear images. The 

regularization techniques used are dropout layer, L2 

regularization, and data augmentation. The results show that 

the use of BaselineNet without regularization achieved 94.92% 

accuracy. The use of regularization on ResNet-50, 

MicroVGGNet, BaselineNet-1 obtained 97.12%, 95.64% and 

96,28% accuracy respectively. 

Keywords—Deep Learning; Malaria Infection Detection; 

Regularization 

I. INTRODUCTION 

Malaria is one of the deadliest diseases in the world. The 
process of early and accurate diagnosis of malaria is very 
important because it can reduce the severity and prevent death. 
The most widely used method of diagnosis by far is examining 
a thin blood smear under a microscope and looking for 
infected cells. The patient's blood is smeared on the slide and 
given contrasting agents to more easily identify the infected 
parasite on the red blood cells. Medical personnel will 
manually count the number of parasitic red blood cells, 
sometimes in the thousands according to the WHO protocol. 
The process of diagnosing malaria can be accelerated and its 
accuracy improved with the help of a branch of Deep Learning 
(DL), namely the Convolutional Neural Network (CNN) [1]. 

CNN as one of the DL models was chosen because it can 
quickly identify malaria parasites on thin blood smear images. 
The promising performance of CNN is complemented by the 
ability to process large amounts of data annotations. As 
proposed in [2] the performance of pre-trained and customized 
CNN models as feature extractors was evaluated for 
classifying infected and uninfected cells. Furthermore, models 
with good performance will be cross-validated at the patient 
level (direct diagnosis) with the aim of reducing bias and 
generalization errors. The evaluation results are then used 
again to determine the optimal layer for pre-trained and 
customized CNN models. CNN models that have been used in 
previous studies to identify malaria parasites in thin blood 

smear images include VGGNet, ResNet-50, AlexNet, 
DenseNet, Xception, and custom architecture. 

In addition to optimizing the CNN model, improving the 
accuracy and time of CNN training are can be achieved by 
techniques such as preprocessing the digital image before the 
image is processed. Examples of preprocessing that can be 
done on thin blood smear images are color normalization, 
histogram equalization, unsharp mask, and illumination 
equalization [3]. The addition of this image preprocessing 
technique aims to make identification easier because the 
image has been added with filters that clarify the presence of 
malaria parasites. 

Another optimization technique is to regularize the 
learning algorithm to improve the performance of the model. 
Examples of regularization that can be done are dropout 
(removing some of the training data), image augmentation 
(changing the shape of the image), L1 and L2 regularization, 
and early stopping which stops the model training process 
when the model validation deteriorates. Hence, the purpose of 
this study is to design a model to detect malaria infection and 
evaluate the effects of regularization on accuracy, sensitivity 
and specify. 

II. RELATED WORKS 

A. Convolution Neural Network (CNN) 

CNN is a feed-forward neural network consisting of 
convolution operations. CNN has fewer parameters than other 
artificial neural networks, so it is suitable for processing large 
numbers of images. It is also able to recognize whether the 
image has a close relationship between adjacent pixels [4]. 
After the input layer and before the output layer, CNN 
generally consists of three layers, namely convolutional layer, 
pooling layer, and fully-connected layer. 

There are many CNN architectures that can be used, 
including VGGNet, ResNet, DenseNet, Xception, or standard 
CNN baseline modeling which is often referred as 
BaselineNet. An example of a baseline architecture model is 
shown in Fig. 1. This architecture uses an input shape of 64x64 
pixels, four convolution layers, four pooling layers, two fully-

connected layers, and the ReLU activation function. 

B. MicroVGGNet 

MicroVGGNet is a simplified CNN VGGNet architecture. 
Both VGG-16 and VGG-19 are included in deep neural 
networks that have many layers and large model sizes. Fig. 2 
shows the classic architecture of the VGG-16.  
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Fig. 1. Baseline Network architecture 

 
Fig. 2. CNN VGG-16 architecture 

MicroVGGNet modifies the upper layer network by 
performing these following steps: reducing the full connection 
layer; increase the number of convolution cores; and increase 
the pooling layer [5].  

The MicroVGGNet architecture in Fig. 3 has 4 
convolutional layers, 2 pooling layers, and 2 fully-connected 
layers. MicroVGGNet's activation function is ReLU, its 
optimizer is Adam, and its input shape is 64x64. 

 
Fig. 3. MicroVGGNet architecture 

C. ResNet-50 

One of the problems faced by the CNN architecture with 
high depth is the saturation level. Residual network (ResNet) 
introduces the concept of residual units (skip connections) to 
allow CNNs to go deep without being difficult to train due to 
vanishing gradient, which is a condition that makes gradients 
difficult to define due to network build-up that is too deep [6]. 
ResNet has various variations in the number of different 
layers. There are 18, 34, 50, 101, and 152 layer versions. This 
study uses ResNet 50 layers with architectural details as 
shown in Figure 4. 

 
Fig. 4. ResNet-50 architecture 

D. Rajaraman Architecture 

Previous research [7] designed a customized CNN 
architecture with the aim of being more optimal in identifying 
malaria parasites on thin blood smear images. The input used 
is an RGB image measuring 100x100. The input image is then 
processed into three sets of units, each containing a 3x3 
convolution, ReLU activation function, then max pooling. 
After that, the data is entered into the fully-connected layer, 
the ReLU activation function, and the last fully-connected 
which identifies the image into two classes, namely infected 
and healthy. The optimizer used is Adam. Details of the 
architecture of CNN Rajaraman can be seen in Fig 5. 

 
Fig. 5. Rajaraman architecture 

E. Regularization 

Regularization is a technique that gives a slight 
modification to the CNN so that the model can be generalized 
better. Regularization is needed to improve model 
performance for the better and to avoid things such as 
overfitting and underfitting. Overfitting is a condition where 
the training data has good accuracy results, but the testing data 
has poor/bad accuracy results. Underfitting is a condition 
where both training data and testing data have poor/bad 
accuracy results. Regularization can reduce overfitting and 
underfitting, so that the results of the accuracy of training data 
and testing data are both good [8]. 

The regularization technique used in this study are L2 
regularization, dropout and data augmentation. This 
regularization technique will update the cost function by 
adding a new term called the regularization term. Due to the 
addition of the regularization term, the value of the weight 
matrix will decrease. Then the model raises the assumption 
that CNN with a smaller weight matrix means it is a simpler 
CNN model so that it can reduce overfitting. The formula for 
L2 cost function is as follow: 

���� ���	�
�� � ���� 

�

��
∗ ∑‖�‖�  (1) 

Where lambda (λ) is a regularization parameter whose 
value is optimized for better results; w is weight; and m is 
biased.  Dropout is a regularization technique that temporarily 
removes some of the hidden layer and visible layer neurons in 
the network randomly. Dropout can be implemented by 
randomly selecting the neurons to be dropped out by assigning 
a probability value for each cycle of weight updates. 

Data augmentation is a regularization technique that 
produces new training data that is different from the original 
data set. This is achieved by changing the shape and features 
of the image, such as rotating the image and changing the 
image scale. This study uses the ImageDataGenerator class on 
Keras to perform data augmentation. 
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III. METHODS 

A. Image Dataset 

In this study, the thin blood smear image dataset was 
obtained from the Malaria Screener study conducted by the 
Communications Engineering Branch (malaria datasets n.d.), 
part of the Lister Hill National Center for Biomedical 
Communications, an R&D division of the U.S. National 
Library of Medicine. These images were acquired by 
photographing under a light microscope of thin blood smears 
that had been stained with Giemsa. These thin blood smear 
samples were from 50 healthy patients and 150 infected 
patients. Each red blood cell in each image is then segmented 
and classified. The result is a total of 27,588 images, with 
13,779 samples of uninfected/healthy blood cells  and 13,779 
samples of blood cells containing malaria parasites. Fig. 6 
shows an image sample of uninfected and infected malaria 
parasites. 

 
Fig. 6. Example of training data for malaria-infected blood cells (left) and 

healthy blood cells (right) 

B. CNN Architecture 

Fig. 7 shows the flow of the classification process in this 
study. First of all, image acquisition is carried out to obtain 
input images that are available in a data set with two types of 
classes (infected and uninfected). The input image can then be 
applied to be trained with BaselineNet-1, MicroVGG Net, 
ResNet-50 and Rajaraman architectures. 

 
Fig. 7. Flow of the classification process 

The regularization used in this study are data 
augmentation, dropout, and L2 regularization data which 
applied to BaselineNet-1. 

Finally, the effectiveness of the combination CNN 
architecture and regularization is measured using confusion 
matrix (Table 1). The accuracy, sensitivity, and specificity are 
also measured. 

 

TABLE I.  CONFUSION MATRIX 

 Actual Value 

+ - 

Predicted 

Value 

+ 

True Posifive 

(TP) 

False Positive 

(FP) 

- 
False Negative 

(FN) 
True Negative 

(TN) 

 

If the infected image is detected as infected by CNN, the 
identification is true positive (TP). If the infected image is 
considered as an uninfected image by CNN, then the 
identification is false negative (FN). If an uninfected image is 
considered an infected image, then the identification result is 
a false positive (FP). Then, when an uninfected image during 
identification is considered as an uninfected image, then the 
value of the identification result is true negative (TN). 

The calculation of the level of accuracy (2) shows the 
success of CNN to identify the status of infection with malaria 
parasites from thin blood smear images. The result of 
sensitivity (3) calculation shows how well the identification of 
malaria parasites is. The results of the specificity (4) 
calculation show how well CNN can distinguish between 
infected and uninfected images. 
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IV. RESULTS 

A. BaselineNet-1 Without Regularization 

BaselineNet-1 architecture is a simple CNN architecture 
that is used as a comparison. It was trained without 
regularization and five repetitions of training were carried out 
with 20 epochs of each training. The evaluation results based 
on the confusion matrix value are as shown in Table 1. 

TABLE II.  RESULTS OF ACCURACY, SENSITIVITY, SPECIFICITY AND TEST 

LOSS OF BASELINENET-1 WITHOUT REGULARIZATION 

# Accuracy Sensitivity Specificity 

1 0.9470 0.9552 0.9390 

2 0.9534  0.9596  0.9472  

3 0.9507  0.9545  0.9469  

4 0.9458  0.9303  0.9609  

5 0.9494  0.9574  0.9415  

Avg 0.9492  0.9514  0.9471  

The average of accuracy, sensitivity, and specificity are 
94.92%, 95.14% and 94.71% respectively. 

B. CNN Architectures With Regularization 

Like baselinenet-1 architecture, architectures using 
regularization are trained in 20 epochs and repeated 5 times. 
The average results obtained for each architecture are shown 
in Table III. 
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TABLE III.  AVERAGE OF ACCURACY, SENSITIVITY, SPECIFICITY AND TEST 

LOSS OF BASELINENET-1, MICROVGGNET, RESNET-50 AND RAJARAMAN 

WITH REGULARIZATION 

Architecture Accuracy Sensitivity Specificity 

BaselineNet-1 0,9628 0,9707 0,9551 

MicroVGGNet 0.9564  0,9793 0,9444 

ResNet-50 0.9712 0,9795 0,9660 

Rajaraman 0.9625 0,9783 0,9510 

As shown in Table III, all CNN architectures with 
regularization outperformed in the accuracy, sensitivity and 
specificity compared to BaselineNet-1. The best accuracy, 
sensitivity and specificity were obtained by ResNet-50 with 
97.12%, 97,95% and 96,60% respectively. 

V. CONCLUSSION 

This study shows how regularization on deep learning 
methods for detection of malaria infection can increase the 
accuracy, sensitivity and specificity. It is also can be 
concluded that ResNet-50 with regularization has the best 
accuracy, sensitivity and specificity among others 
architectures.  

 

 

 

REFERENCES 

[1] Dong, Y., Jiang, Z., Shen, H., Pan, W. D., Williams, L. A., Reddy, V. 
V., ... & Bryan, A. W. (2017, February). Evaluations of deep 
convolutional neural networks for automatic identification of malaria 
infected cells. In 2017 IEEE EMBS international conference on 
biomedical & health informatics (BHI) (pp. 101-104). IEEE. 

[2] Rajaraman, S., Jaeger, S., & Antani, S. K. (2019). Performance 
evaluation of deep neural ensembles toward malaria parasite detection 
in thin-blood smear images. PeerJ, 7, e6977. 

[3] Swastika, W., Kristianti, G. M., & Widodo, R. B. (2021, April). 
Effective preprocessed thin blood smear images to improve malaria 
parasite detection using deep learning. In Journal of Physics: 
Conference Series (Vol. 1869, No. 1, p. 012092). IOP Publishing. 

[4] Krizhevsky, A., Sutskever, I., & Hinton, G. E. (2012). Imagenet 
classification with deep convolutional neural networks. Advances in 
neural information processing systems, 25, 1097-1105. 

[5] Zhiqi, Y. (2020, June). Gesture recognition based on improved 
VGGNET convolutional neural network. In 2020 IEEE 5th 
Information Technology and Mechatronics Engineering Conference 
(ITOEC) (pp. 1736-1739). IEEE. 

[6] He, K., Zhang, X., Ren, S., & Sun, J. (2016). Deep residual learning 
for image recognition. In Proceedings of the IEEE conference on 
computer vision and pattern recognition (pp. 770-778).  

[7] Rajaraman, S., Antani, S. K., Poostchi, M., Silamut, K., Hossain, M. 
A., Maude, R. J., ... & Thoma, G. R. (2018). Pre-trained convolutional 
neural networks as feature extractors toward improved malaria parasite 
detection in thin blood smear images. PeerJ, 6, e4568. 

[8] Srivastava, N., Hinton, G., Krizhevsky, A., Sutskever, I., & 
Salakhutdinov, R. (2014). Dropout: a simple way to prevent neural 
networks from overfitting. The journal of machine learning research, 
15(1), 1929-1958.  

 

 

2021 International Conference on Converging Technology in Electrical and Information Engineering (ICCTEIE)

90

Authorized licensed use limited to: Durban University of Technology. Downloaded on February 09,2022 at 03:44:30 UTC from IEEE Xplore.  Restrictions apply. 


