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ABSTRACT
Transfer learning has been used in computer vision research, in-
cluding in the health sector. In the health sector, the input image
is generally an x-ray image or a microscopic image. In this study,
transfer learning for models that have been trained using CNN to
detect malaria parasites in red blood cell images. The deep CNN
pre-trained model uses 3 architectures, namely ResNet50V2, Effi-
cientNetB0, and InceptionV3. For each architecture, experiments
will be carried out and compare which architecture is better in de-
tecting malaria parasites. Based on experiments conducted without
fine tune, the accuracy ranges from 0.76 – 0.81 for ResNet50v2, 0.76
– 0.80 for EfficientNetB0, and 0.77 – 0.82 for InceptionV3.

The dataset is a collection of Blood Smear images which have two
classes, uninfected and parasitized. The total number of datasets is
27,558, which is divided into two classes with the same number of
different image sizes.
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1 INTRODUCTION
Deep learning is a method of machine learning that is based on the
learning process of data representation. The deep learning learn-
ing process is divided into several layers, where each layer will
transform the input data into an abstract but compact data repre-
sentation. The use of Deep Learning to perform object recognition
requires large resources and long computational time [1]. An im-
portant principle used in deep learning is that when a large amount
of input data is used, deep learning has the potential to produce
models that are able to generalize well. On the other hand, if the
amount of input data is small, then there is a potential that the
resulting model will be overfitting. The use of large amount of data
requires huge resources and the training time required to be long.
Another problem that may arise is that obtaining large amounts
of data will be costly, especially for patient-related datasets. One
popular way to overcome resource limitations is using transfer
learning.

Transfer Learning is a method for taking models that are able
to generalize to complex tasks to be reused as starting points for
different tasks. In transfer learning, the dataset used for the train-
ing process does not have to meet independent and identically
distributed (i.i.d) criteria as is the case with training data in the
deep learning training process [2] Thus, with a small amount of
data, the training process using transfer learning can be run well
and fast without having to do it from scratch.

Transfer learning has been used in computer vision research,
including in the health sector. In the health sector, the input image
is generally an x-ray image or a microscopic image. Detecting
COVID-19, for example, requires x-ray image data of the lungs. A
study conducted by Sahinbas and Catak [3] using transfer learning
from pre-trained models VGG16, VGG19, RestNet, DenseNet, and
InceptionV3 was able to achieve an accuracy of 0.80, 0.60, 0.50, 0.60,
and 0.60.
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Figure 1: General CNN architecture consists of input image, convolution layer, pooling layer and output layer

The blood smear method on red blood cells can detect malaria
infection [4]. Transfer learning can work well on microscopic cell-
images as did by Reddy and Juliet [5] able to achieve 95.91% accuracy
using the RestNet50 pre-trained model on Malaria Cell Images data.
The fine-tuning treatment on the pre-trained model was proven to
increase accuracy compared to without fine tuning, the pre-trained
model VGG-19 was able to increase accuracy higher than RestNet50,
RestNet34, and VGG 16 in the study [6] with an increase from 0.9609
to 0.9720.

In this study, wewill utilize transfer learning formodels that have
been trained using CNN to detect malaria parasites in red blood
cell images. The deep CNN pre-trained model uses 3 architectures,
namely ResNet50V2, EfficientNetB0, and InceptionV3. For each
architecture, experiments will be carried out and compare which
architecture is better in detecting malaria parasites. The types of
optimizers and tuning parameters will also be tested to obtain
optimal parameters in malaria detection using transfer learning.

2 TECHNICAL OVERVIEW
2.1 CNN
Convolutional Neural Networks (CNN) can be defined as a deep
learning method that mimics how the brain works in recognizing an
image [7]. In CNN, there are two main processes, feature learning
and classification. Feature learning consists of convolutional and
pooling layers which perform feature extraction from the input
image. Whereas in classification, it has a fully-connected block that
performs feature extraction for the final output. In a digital image,
the input in the form of pixels will be stored into a two-dimensional
array consisting of an array of numbers and an array of kernel
values. Feature extraction is performed at every pixel in the image
which makes image processing very efficient. The result of feature
learning is a feature map which will then be converted into a vector
using flatten. Each vector will be mapped by fully connected to
calculate the probability of each class. The output layer will produce
the expected number of class probability nodes.The diagram of CNN
is shown in the Figure 1.
CNN has performed in various fields in computer vision. Radiolog-
ical tasks such as x-ray images can be solved with CNN such as
Yadav’s study [8] conducted image classification to detect pneumo-
nia using the VGG16, InceptionV3, and Capsule Neural Network
architectures resulting in accuracy of 0.923, 0.869, and 0.824. The

architecture of VGG166 is not too complex so that it is overfit-
ting compared to InceptionV3 which is experiencing overfitting.
Object detection using CNN for mask detection results in up to
99% accuracy on the MobileNetV2 Architecture with Adam Opti-
mizer [1]. Combining LSTM with Architectural Inception CNN can
perform American Sign Language Recognition with performance
accuracy approaching 90% [9]. A similar study using CNN-LSTM
to detect natural frequencies of different beams in modal frequency
detection tax was able to produce the highest accuracy of 96.6% on
aluminum-long [10].

2.2 RestNet
The RestNet architecture was developed by Microsoft with the aim
of solving the vanishing gradient problem in the training process.
RestNet developed a concept called ResidualBlock. The second
version of Resiudal Neural Network (RestNet) 50 layer has better
performance than the previous version [11]. This model has been
trained using the ImageNet dataset which consists of 1000 different
classes. Summary for pre-trained model RestNet50V2 is shown in
Figure 2.

RestNet50V2 architecture is divided into five convolution blocks
and one classifier block. This architecture adds 3 Residual Blocks
from RestNet34V2. RestNet50V2 extends the previous version by
adding a pre-activation variant of the residual block. This pre-
activation is able to make the gradient run without a hitch via
a shortcut connection.
RestNet50 was used as a pre-trained model by Reddy and Juliet [5]
in 2019 to solve the problem of malaria detection with an accuracy
of 95.91%. By utilizing RestNet50 as a pre-trained model, it is able
to achieve an accuracy of 84.1% in Brain Tumor Detection [12]

2.3 EfficientNet
EfficientNet architecture is a CNN architecture developed by
Google’s Brain Team to increase efficiency in scaling and improve
performance accuracy [13]. Scaling is done on the channel width of
the layer, the height of the number of layers, and the resolution of
the digital image.EfficientNet automates scaling up using AutoML
from the MobileNet model architecture. EfficientNet has 8 different
models with different number of parameters named sequentially
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Figure 2: RestNet50V2 architecture

Figure 3: EfficientNetB0 architecture

from B0 to B7 [14]. EfficientNet architecture requires faster compu-
tation time by applying the concept of inverted residual block [15].
The EfficientNetB0 architecture is shown in Figure 3.
Some studies use transfer learning with pretrained model efficient-
netb0. A study conducted by Pangkasidhi [16] carried out transfer
learning using the EfficientNet model versions B0. B1, and B2 re-
sulting in an accuracy of 92.54%, 93.19%, and 92.03%. In study [17],
the EfficientNetB0 architecture performed transfer learning and
hyperparameter tuning on Dense, Batch Size, and Learning Rate
resulting in the highest accuracy of 95.17% on the ADAM optimizer.
Transfer Learning using EfficientNetB0 produces 98.33% accuracy
and MobileNetV3 provides 98.75% accuracy in detecting puppets
[18].

2.4 InceptionNet
Google Researcher in 2014 introduced the GoogleLeNet architec-
ture or known as Inception to complete the ImageNet Recognition

Challenge. InceptionV1 has 27 deep layers and there is an incep-
tion layer or Inception module, this layer does many convolutional
layers and pooling layers in parallel. The development of the In-
ception architecture has reached the third version which is better
than the previous version [19]. The third version of Inception adds
batch normalization to the Inception layer. When the InceptionV3
architecture is transferred using training data, ImageNet can be
used as a pre-trained model in transfer learning.The summary of
pre-trained model InceptionV3 is shown in Figure 4.
The study by Sriporn et al. [20] using InceptionV3 as one of the pre-
trained models to analyze malaria was able to produce an accuracy
of 95%. Wang et al. [21] using InceptionV3 as a pre-trained model
for pulmonary image classification obtained an accuracy of 95.41%.
Based on two studies that have been carried out, InceptionV3 has
high accuracy but is not the best in solving image classification
problems.
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Figure 4: InceptionV3 architecture

Figure 5: Images of Parasitized cell (left) and Uninfected cell
(right)

3 PROPOSEDWORK
3.1 Data collection
The dataset obtained comes from the Lister Hill National Center for
Biomedical Communication and was first introduced by Rajaraman
et al,. [22]. The dataset is a collection of Blood Smear images which
have two classes, uninfected and parasitized. The total number
of datasets is 27,558, which is divided into two classes with the
same number of different image sizes. Different image sizes will be
resized according to the needs of the required CNN architecture.
The image in the parasitized class has a pale bluish purple with
black spots from infected blood, while in the uninfected class it
does not have a purple color. The dataset is divided into 3 parts,
ie. data train, validation, and test data. Ratio between data train,
validation, and data test is 70%:15%:15%, respectively. The sample
images of two classes can be seen in Figure 5.

3.2 Model Training
In this study, 15 experiments were carried out to get the best re-
sults. Experiments were carried out on each model consisting of
5 experiments to explore transfer learning performance. The first
experiment was carried out without retraining the model. The sec-
ond experiment conducted an experiment for the input image and
the learning-rate used. The third experiment reduces the value of

the learning rate and fine-tune the model. Experiments on the four
models were fine-tuned by increasing the learning-rate and epoch.
The fifth experiment was the same as the fourth experiment but
did not augment the data.

3.3 Evaluation
Model from each experiment will be evaluated on test dataset using
F1-Score and Confusion Matrix (CM). CM is a standard tool to
evaluate model performance on test data (data that has never been
seen before). CM has corresponding rows and columns representing
ground truth class and predicted class. CM consists of True Positive
(TP), False Positive (FP), True Negative (TN), and False Negative
(FN). TP is positive class that predicted as positive, FP is non-positive
class that predicted as positive, TN is negative class that predicted
as negative, and FN is non-negative class that predicted as negative.
F1-Score is weighted average of precision and recall

Pr 𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(1)

Re𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(2)

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 +𝑇𝑁

𝑇𝑃 +𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
(3)

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
(4)

4 RESULTS AND DISCUSSION
The result of experiments is split into two parts. First is the result of
model training and second is the result of prediction on test dataset.

4.1 Training Result
The results of accuracy and loss using training data and validation
data can be seen in table 2.

Based on the experiment in table 2, in term of accuracy the overall
model does not have a significant difference. We can conclude that
the choice of architecture for training has little effect on increasing
accuracy.
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Table 1: Experiments and hyper-parameters for training

No Experiments Optimizer Augmentation Citra Input Learning Rate Epochs Fine Tune

1 RestNet50V2_01 ADAM Yes 64 x 64 0.001 10 No
2 RestNet50V2_02 ADAM Yes 96 x 96 0.0001 20 No
3 RestNet50V2_03 ADAM Yes 96 x 96 0.001 20 Yes
4 RestNet50V2_04 ADAM Yes 96 x 96 0.0001 30 Yes
5 RestNet50V2_05 ADAM No 96 x 96 0.0001 30 Yes
6 EfficientNetB0_01 ADAM Yes 64 x 64 0.001 10 No
7 EfficientNetB0_02 ADAM Yes 96 x 96 0.0001 20 No
8 EfficientNetB0_03 ADAM Yes 96 x 96 0.001 20 Yes
9 EfficientNetB0_04 ADAM No 96 x 96 0.0001 30 Yes
10 EfficientNetB0_05 ADAM Yes 96 x 96 0.0001 30 Yes
11 InceptionV3_01 ADAM Yes 64 x 64 0.001 10 No
12 InceptionV3_02 ADAM Yes 96 x 96 0.0001 20 No
13 InceptionV3_03 ADAM Yes 96 x 96 0.001 20 Yes
14 InceptionV3_04 ADAM No 96 x 96 0.0001 30 Yes
15 InceptionV3_05 ADAM Yes 96 x 96 0.0001 30 Yes

Table 2: Training Result

No Experiments Train loss Train acc Val loss Val acc

1 RestNet50V2_01 0.3571 0.8543 0.3029 0.8765
2 RestNet50V2_02 0.2677 0.8915 0.2661 0.8826
3 RestNet50V2_03 0.2300 0.9400 0.1689 0.9599
4 RestNet50V2_04 0.1117 0.9965 0.3351 0.9565
5 RestNet50V2_05 0.2119 0.9637 0.1891 0.9710
6 EfficientNetB0_01 0.2814 0.8841 0.4106 0.8173
7 EfficientNetB0_02 0.2577 0.8987 0.2552 0.9009
8 EfficientNetB0_03 0.1345 0.9663 0.1125 0.9731
9 EfficientNetB0_04 0.1254 0.9982 0.3076 0.9681
10 EfficientNetB0_05 0.1800 0.9806 0.2442 0.9721
11 InceptionV3_01 0.3630 0.8510 0.3183 0.8636
12 InceptionV3_02 0.3291 0.8582 0.3058 0.8670
13 InceptionV3_03 0.2283 0.9378 0.2661 0.9614
14 InceptionV3_04 0.1350 0.9965 0.2859 0.9628
15 InceptionV3_05 0.2119 0.9637 0.1891 0.9710

4.2 Prediction Result
The results of accuracy and f1-score using training data and valida-
tion data can be seen in table 3.
Based on the result in table 3, the models RestNetV2_05 and Effi-
cientNetB0_03 have the best performance with prediction accuracy
of 0.975 and F1-score of 0.97.

4.3 Discussion
The first experiment was conducted to test the performance of
the initial transfer learning model. The result of the first experi-
ment from the training model for train accuracy is 0.854, 0.88, and
0.851 (ResNet50V2_01, EfficientNetB0_01, and InceptionV3_01) and
val accuracy is 0.876, 0.817, and 0.83. The second experiment was
conducted to improve the performance of the model from the pre-
vious experiment. Added epochs, reduced learning rate values, and
added size to the input image. The results of the second experiment

showed an increase in train accuracy and validation accuracy for
the models ResNet50V2_02, EfficientNetB0_02, and InceptionV3_02.

In the third experiment, epochs were added, fine-tuned and the
learning rate optimizer was set to default. The results of the third
experiment showed an increase in train accuracy and val accuracy,
although there had been quite high fluctuations in the val loss of
ResNet50V2_03 and InceptionV3_03. The fluctuation range is 0-50
for ResNet50V2_03 before the 10th epoch and InceptionV3_03 is
0-200 before the 10th epoch.

The fourth experiment was the same as the previous experiment
but was carried out without augmentation and learning rate reduc-
tion. The results of the fourth experiment succeeded in resolving
fluctuations in val loss, but there was no increase in val accuracy
and the overall model experienced a little overfitting. In the fifth
experiment the same as the previous experiment but added data aug-
mentation. The results of the fifth experiment, the ResNet50V2_05
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Table 3: Training Result

No Experiments Parasitized
Accuracy

Uninfected
Accuracy

Prediction
Accuracy

F1-score

1 RestNet50V2_01 0.81 0.95 0.88 0.875
2 RestNet50V2_02 0.79 0.98 0.88 0.88
3 RestNet50V2_03 0.94 0.98 0.96 0.96
4 RestNet50V2_04 0.94 0.98 0.96 0.96
5 RestNet50V2_05 0.96 0.99 0.975 0.97
6 EfficientNetB0_01 0.67 0.98 0.83 0.82
7 EfficientNetB0_02 0.89 0.91 0.90 0.90
8 EfficientNetB0_03 0.96 0.99 0.975 0.97
9 EfficientNetB0_04 0.97 0.96 0.97 0.97
10 EfficientNetB0_05 0.96 0.98 0.97 0.97
11 InceptionV3_01 0.77 0.96 0.86 0.865
12 InceptionV3_02 0.77 0.96 0.87 0.865
13 InceptionV3_03 0.97 0.96 0.96 0.96
14 InceptionV3_04 0.96 0.96 0.97 0.97
15 InceptionV3_05 0.97 0.98 0.97 0.97

and EfficientNetB0_05 models have relatively high training accu-
racy and val accuracy results and have a close gap, but for the
InceptionV3_05 model there is still a little overfitting.

5 CONCLUSION
Based on experiments conducted without fine tune, the accuracy
ranges from 0.76 – 0.81 for ResNet50v2, 0.76 – 0.80 for Efficient-
NetB0, and 0.77 – 0.82 for InceptionV3. Meanwhile, in the experi-
ment by fine-tuning the Resnet50V2_03 and InceptionV3_03models,
fluctuations occurred due to the possibility that the parameters used
were not optimal. From all experiments conducted, the model with
the best metrics is EfficientnetB0_03 and ResNet50v2_05 based on
prediction accuracy and F1-score.
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