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Abstract²A laser pointer can be used as an input interface 

in human-machine interaction. Such utilization, however, can 

be problematic and one of the main issues is the lack of good 

reliability in the laser spotlight detection. Another problem is 

how to interpret the user¶s movement of the spotlight into 

commands for the application. This paper proposes a method 

for a laser spotlight detection. The aim is to improve the 

practicality and reliability of the previous approaches. We use 

the maximum pixel value as a multiplier in determining the 

threshold. Maximum pixel value is obtained from environment 

brightness at a specified time. For the second problem we 

propose a simple interpretation of incidents that allows the 

user to use the application, with three main events: laser-move, 

hover, and single-click. There is no need for users and program 

to wait a specified time span to be able to interact with each 

other, and the user can directly give commands to the 

application after the single-click event. These approaches 

result in better reliability, easier operation of the application 

by the user, and allow opportunity for development of a system 

for rehabilitative, recreation, and input interface devices in 

the future. 

I. INTRODUCTION 

HIS paper aims to present the proposed method used to 

identify the spotlight from a laser pointer, as well as to 

find methods of spotlight behavior interpretation. The 

program converts the moving spotlight and related events 

into commands for the specific application uses spotlight 

behavior interpretation. 

An application was developed to test the proposed method 

to comprehend the reliability of the system. A laser pointer is 

used by the user as an input for running the application as 

well as a PC, LCD projector, and web-camera.  

Section 2 discusses background and related work and 

section 3 discusses the system specifications and previous 

approaches. Section 4 discusses the operation, which 

includes the spotlight detection, direction screen area 

recognition, and interpretation of spotlight behavior. Section 

5 discusses the analysis and testing of the proposed system. 

Section 6 presents some conclusions. 
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II. BACKGROUND AND RELATED WORK 

A. Background 

Advances in technology and knowledge can be utilized to 

create a variety of human-machine interaction devices. The 

advantages of using a laser pointer instead of a PC mouse as 

an input interface are laser pointer interface requires no 

additional apparatus such as a mouse pad and desk; in 

addition it ensure the movement flexibility for the user. 

However, the disadvantages of this interface are that it needs 

hand movement stability, although the user can be trained in 

a few moments; the other disadvantage is it has higher 

operational hassle if we have to imitate the PC mouse 

operation precisely such as: left-click, right-click, 

double-click, scroll-up and scroll-down. There is a great 

optimism regarding continuing increases in effectiveness 

and reliability of using a laser pointer as an input interface 

along with its use as a human-machine interaction device. 

This is a motivation and a challenge for our study.  

B. Related Work 

Laser spotlight detection as well as the interpretation of its 

movement has been studied by several researchers and in our 

previous study. But the reliability and effectiveness of the 

system should be improved. Several studies about spotlight 

detection and behavior interpretation of its movement will be 

discussed in more detail below. 

1) Laser Spotlight Detection: According to their 

respective field of application, researchers have performed 

various methods of handling spotlight detection. For the 

spotlight detection in the previous study [10] we have tested 

Mixture of Gaussian method (GM-method), which is 

especially well-suited for a static instruction display. 

Another method is the color-threshold method based on 

detecting an HSV color space of the frame and implements 

thresholds for hue, saturation, and value channel [10, 15]. In 

[10], the threshold value adapts according to the lighting 

environment, but the interference of the LCD projector is 

still affecting the spotlight detection. Other researchers in 

[11, 13] use a static threshold value in order to detect the 

spotlight, which means that the spotlight is identified when 

the pixel value exceeds the threshold limit. Threshold used 

in this case is static so it can not adapt to the lighting 

environment. While [12] uses background removal process, 
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there is a comparison between a reference image and a real 

captured image. Other studies done in [16] and [17] use 

FRBS (fuzzy logic rule-based system) and combine with 

genetic algorithm for tuning optimization, but [12], [16], 

and [17] require expensive computing. 

2) Spotlight Movement Behavior Interpretation: The 

other issue is interpretation of a laser spotlight behavior. A 

few researchers have attempted to find ways to provide 

instruction via the command behavior of the laser spotlight. 

Ghosh et al. in [1, 2] and Kim et al. in [15] use four types of 

laser spotlight behavior to substitute a PC mouse click 

operation, namely: ³mouse move,´ ³single-click,´ 

³double-click,´ and ³right click.´ Other researchers, 

Kirstein and Heinrich [3], use three types of laser spotlight 

behavior, namely ³button press,´� ´button release,´ and 

³mouse move.´ ³Button press´ operation was recognized 

when the spotlight was stable in the specific area for a 

specified time, on the other hand ³release button´ operation 

is generated if the spotlight is turned off for a specified time, 

while the ³mouse move´ operation is obtained from the 

motion of the spotlight it-self. All of those studies tried to 

replace the mouse action for desktop-based applications and 

the reliability gained about 50% in [3]. Whereas in [2] the 

user should take the specified time span t for delay process in 

order to give time for the program to recognize a certain 

action, which will not be easy for common users to fulfill and 

may cause errors in behavior interpretation. 

Fukuda et al. [8] and Takahashi et al. [9] use a laser 

pointer only on the ON-OFF state to control the direction of 

a wheelchair to avoid obstacles [8] and to order the robot arm 

to retrieve certain items for bedridden users [9], respectively. 

While [4], [5], and [14] use additional hardware other than a 

laser pointer. In [4] and [14] there are additional buttons to 

simulate left-click and right-click action, while in [5] such 

information is transmitted as a mouse click by changing the 

modulation of the spotlight, then frequency-demodulation 

CMOS image sensor is used to translate it. 

Zhang and Chen in [6] divide the instruction screen into 

nine segments (space segmentation), spotlight is maintained 

ON continuously, and the interpretation of command 

instruction is obtained from a displacement of the spotlight 

of a particular segment to another segment. However, it is 

specifically designed for presentation application that needs 

³next-page´ and ³previous-page´ command action. 

3) Proposed study: The proposed system offers a practical 

method for detecting the spotlight; the method used is an 

adaptive threshold based on the environment lighting. The 

adaptive threshold is implemented on all the RGB elements 

of colors captured by the camera. On the spotlight behavior 

interpretation issue, the proposed system does not require a 

specified time span in recognizing the movement behavior 

and also no additional hardware required. The proposed 

method to interpret a laser spotlight behavior is using ³laser 

move,´ ³hover,´ and ³single-click´ event. Hover is a state 

when a spotlight enters a certain LWHP¶V�area like a cursor of 

a PC mouse when entering an item on Windows application. 

Based on the testing of employed applications, the proposed 

method has high reliability and efficiency. 

Improvements have been made from the previous system 

[10], such as the proposed system have a high reliability on 

spotlight detection, the proposed system has a new object 

handling function as well as able to interpret the spotlight 

movement, and the system can work on a single PC.  

III. SYSTEM CONFIGURATION AND PREVIOUS APPROACHES 

A. System Configuration  

The projector used to display the screen direction was 

pointed onto the floor, ceiling or wall. Users only need to 

point the laser pointer to the desired place within the 

direction screen. A web-camera is ready to capture the 

spotlight from a laser pointer and a computer processes it in 

advance. Figure 1 describes the system illustration. This 

system consists of a projector, web-camera, laser pointer, 

and computer; as shown in Fig. 2. 

This system consists of four steps, namely:  

Step 1: Spotlight detection, extracting the foreground object 

Step 2: Coordinate of spotlight calculation 
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Fig. 3.  Schema of the design procedure 

 
Fig. 1.  Illustration of the proposed system 

 

 
Fig. 2.  Equipment in this system  
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Step 3: Direction screen area recognition process 

Step 4: Interpretation of spotlight behavior 

Step 4 is a new step while steps 1 to 3 have been done in 

previous studies, but in this proposed system only step 2 uses 

a method similar to previous studies. We have modified step 

1 and step 3 from the previous study so that the system has 

better reliability. Section 4 will discuss steps 1, 3, and 4 in 

more detail. Figure 3 shows the schema of all steps.  

B. Previous Approaches 

1) Step 1: A brief overview of the previous studies [10] of 

step 1 follows. Two methods of spotlight detection steps were 

studied, namely: Mixture of Gaussian (GM-method) and 

color-threshold method. In the previous study the GM 

method is based on such principles as extracting the 

foreground object and building a model of the background. 

Our experiment shows the GM method is only appropriate 

for static backgrounds and items. If the background is 

dynamic, the GM method takes 3-6 seconds to achieve 

stability, depending on what learning rate is used. Some 

advantages of this method are that the user can select any 

color of laser spotlight, item, and background of application 

display. On the other hand, the color-threshold method is 

based on detecting an HSV color space of the frame and 

implements thresholds for hue, saturation, and value 

channel. This method is an appropriate choice in a situation 

where the direction screen always changes, but it requires a 

spotlight color consistency. Based on our experiment the H, 

S, and V channel from the spotlight are not detected well 

because of the interference from the brightness of LCD 

projector. It needs adaptive threshold for H, S, and V channel 

to overcome the unstable environment brightness. 

2) Step 2: Step 2 relies on the mass center coordinates of 

the camera point of view as spotlight coordinates (1). The 

result of this process is the Cartesian coordinate system with 

ranges from (0,0) to (640,480). 
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Note:  pq = 00, 10, 01 for m00, m10, and m01, respectively.        

I = image of spotlight obtained from step 1, while the m00 is 

the total number of pixels of the frame area. 

Figure 4 shows some results of step 2. In the two cases the 

spotlight was detected and the coordinate was calculated in 

the program.  

IV. OPERATION OF THE PROPOSED SYSTEM  

In the proposed system we improved the method of step 1 

to get a better reliability, changed the method of step 3 to be 

a manual method, and in the step 4 we added a new object 

handling to interpret the spotlight movement. The next sub 

section will discuss the proposed method in more detail. 

A. Spotlight Detection (step 1) 

The method used in the proposed system is more suitable 

for interfaces using a laser pointer, although it requires an 

additional device as a filter that is placed in front of a 

web-camera, as done in [7]. The color of the filter is the same 

as the color of the laser pointer spotlight so that the spotlight 

can be passed by the filter, while other colors should not be 

passed by the filter. In this study green is the color of both the 

filter and laser spotlight. Fig. 5 shows the schema of the 

software design of step 1 in more detail. 

The image from a web-camera is captured and converted 

to gray scale while the program got the maximum pixel value. 

The value of maximum pixel will be used for the image 

spotlight

480

640 640

480

spotlight

Camera capture Result of step 2

0

0

0

(a) case 1 

spotlight

480

640 640

480

spotlight

Camera capture Result of step 2

0 0

(b) case 2 

Fig. 4.  Two results example of step 2. 
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processing step (see step 1.3 in Fig. 3). 

The image processing method is as follows: maximum 

pixel value is used as a lower-threshold for all elements of 

the RGB. Based on the experiment the best lower-threshold 

we obtained is 1.1 x maximum pixel value while the 

upper-threshold value is 255 applied to all elements of the 

RGB color. If the pixel value of laser spotlight is between 

lower and upper-threshold then a spotlight is deemed to have 

been found, the process has completed one cycle and should 

go to the next step. Thus the threshold used in this study is 

adaptive according to the ambient environment lighting 

condition at the time. In the experiment, the user should 

perform an environment lighting calibration before the 

application starts. 

B. Coordinate of Spotlight Calculation (step 2) 

Step 2 uses a mass center calculation, which is the same 

method as the previous study. This step already discussed on 

the section III B. 

C. Direction Screen Area Recognition (step 3) 

Figure 6 illustrates the camera view that contains a 

direction or application screen. The purpose of this step is to 

perform perspective transformation of coordinates on the 

application screen to the camera coordinate system (640 x 

480). In the calibration process, four pairs of corner 

coordinates of direction screen/application screen, namely: 

top-left, top-right, bottom-right, and bottom-left; are taken 

by the user. Users direct the laser spotlight on every corner 

alternately and the program will capture the spotlight 

coordinate as illustrated in Fig. 7. 

These four pairs of coordinates of the corner are treated as 

the source coordinate, each pair of coordinates will be the x 

and y value in (5), while the destination coordinate (x' and y') 

is (0,0), (640,0), (640,480), (0,480) for top-left, top-right, 

bottom-right, and  bottom-left, respectively. Refer to (5), if x, 

\�� [¶�� DQG� \¶� DUH� NQRZQ� WKHQ� SHUVSHFWLYH� WUDQVIRUPDWLRQ�

matrix could be calculated. Finally, this matrix can be used 

to calculate the newest spotlight coordinate. The following 

transformation equations are: 

 

»
»
»

¼

º

«
«
«

¬

ª

 

»
»
»

¼

º

«
«
«

¬

ª

 

2

1

0

222120

121110

020100

   ,

b

b

b

B

aaa

aaa

aaa

A         (3) 

> @
»
»
»

¼

º

«
«
«

¬

ª

  

2222120

1121110

0020100

baaa

baaa

baaa

BAM        (4) 

»
»
»
»

¼

º

«
«
«
«

¬

ª

»
»
»

¼

º

«
«
«

¬

ª

 

»
»
»
»

¼

º

«
«
«
«

¬

ª

 

»
»
»

¼

º

«
«
«

¬

ª

c

c

c

1

 . 

1

 . 

2222120

1121110

0020100

z

y

x

baaa

baaa

baaa

z

y

x

M

z

y

x

    (5) 

D. Interpretation of the Spotlight Behavior (step 4) 

Interpretation of the spotlight behavior consists of three 

main events, namely: ³spotlight move,´ ³hover´, and 

³single-click.´ Fig. 8 illustrates a flowchart of this step.  

The program monitors the coordinates of the spotlight 

continuously. There are some events namely: laser ON, laser 

OFF, spotlight move, hover events, and single-click event. 

Laser ON and laser OFF events are obtained from the 

presence or absence of spotlight in the area of application. 

Spotlight move event will be called if there is a difference 
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Fig. 6.  Illustration of perspective transformation 
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between the pixel coordinates of the present spotlight and the 

coordinates of the spotlight 500 ms before that time. Hover 

event is obtained if the spotlight enters a specific widget item 

on the application and then the program changes the color of 

the item so the user knows that the item is ready to click. 

Single-click event occurs when the spotlight is in hover state 

and the user perform D�VSRWOLJKW�³OFF´�followed by ³21´�RQ 

the same item. If the user wants to deselect the item the user 

simply turns on the spotlight in empty areas. 

V. TESTING AND ANALYSIS  

To test the performance of the system, the experiment will 

be conducted on an application. The system was tested under 

various circumstances of surface illuminance that were 

affected by environment lighting. We used four values of 

surface illuminance as a variable of experiment: super bright 

(1600 lux), bright (950 lux), moderate (550 lux), and dark 

(80 lux). Some testing goals are: 

1) THVWLQJ� WKH� V\VWHP¶V reliability in recognizing a laser 

spotlight. 

2) Testing the reliability of a program in identifying the 

laser spotlight event such as hover and single-click. 

Table 1 describes the average result of ten times of data 

retrieval while Fig. 9 illustrates states of the spotlight 

interpretation behavior testing. The following is a brief 

explanation of Fig. 9: 

1) The default display is a green rectangle placed in the 

middle of the application screen (see top left of Fig. 10). 

If the user directs the spotlight on an item, hover event 

will occur and the color of item is changed to blue. We 

chose green as the color of item which is the same color 

as spotlight to test whether the spotlight can be 

recognized or not. 

2)  If the user directs the spotlight out of an item then the 

item will go back to green color as a sign that the item is 

not selected anymore. 

3)  If the user is still in the ³hover´ state and wants to move 

the item by moving the spotlight, the user should perform 

single-click event. ³Single-click´ is done by turning OFF 

followed by turning ON the spotlight, but the direction is 

still on the item. If the action succeeds the item color 

changes to red. Red color is a sign that the item was 

selected. 

4) While the spotlight remains ON, item can be moved to 

follow the movement of the spotlight. 

5) When an item is selected, if the user turns off the 

spotlight and then turns it back on but on the outside of 

the item¶s area then the state changes to ³item not 

selected.´ 

6) Similarly, when the state is in ³item is moved´ but 

suddenly the user turns off the spotlight and then turns 

the spotlight back on the area outside of the item¶s area 

then the state changes to ³item not selected.´ 

After designing the conditions/states as in Fig. 9, we tested 

the application. All worked well as desired as described in 

Table 1. Figure 10 illustrates some figures of the 

interpretation of spotlight behavior testing. 

VI. CONCLUSION 

This paper has discussed a method for laser spotlight 

detection and interpretation of its movement behavior to 

translate into commands. The proposed method is practical  

and highly reliable. We obtained the maximum value of the 

current pixel according to the brightness of the environment 

when the program started, and used it as one of the 
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Fig. 8.  Flowchart of interpretation of spotlight behavior 

 

TABLE 1  

 RELIABILITY OF THE PROPOSED SYSTEM  
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Fig. 9.  States in the spotlight behavior interpretation testing  
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multipliers in the threshold calculation. This situation is 

helped by the installation of a filter in front of the camera. 

The color of this filter should be the same as the color of the 

laser pointer; therefore we can not use multiple colors or any 

color of laser pointer in this system. Of course, this becomes 

an opportunity for future research. Using this method the 

threshold is adaptive and we obtain consistently positive 

results of the testing system (see Table 1). 

On the other hand, the interpretation of spotlight behavior 

has been proposed using three main events such as ³spotlight 

move,´ ³hover,´ and ³single-click.´ The test results show 

that behavior can be recognized on a variety of surfaceV¶ 

illuminance (see Table 1). The state changes can occur as 

desired in the design (see Fig. 9), and the user is free to move 

the spotlight similar to using a PC mouse without waiting for 

a certain time span. However, in this experiment we only 

imitate a left-click action of PC mouse. The application 

made in this study was limited to testing events in spotlight 

behavior interpretation. The advantages of using a laser 

pointer instead of a PC mouse as an input interface are it 

requires no additional apparatus such as a mouse pad and 

desk in addition it ensure the movement flexibility for the 

user. However, the disadvantages of this interface are it 

needs hand movement stability and it has higher 

complicated operational if the operation should imitate the 

PC mouse operation such as: left-click, right-click, 

double-click, scroll-up and scroll-down. Evaluation of laser 

pointer as an input interface will be the direction of our 

future work. 
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